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Abstract—Scalable netflow monitoring is one of the challenges them. There are two issues with this solution. Firstly, it
in data center networks which have thousands of Virtual Ma-  replicates the solutions that have been already implerdente
chines (VMs) running on hundreds of physical servers. The scalable NoSQL databases such as Cassandra [3] etc. Sgcond
netflow collector is not scalable in data center networks. T 1 phe stored becomes unmanageable if historical informatio
solution has been to use a cluster of netflow collectors and \o04q 16 he maintained. Thus, there is a definite need to have

include a load balancing element in the network. In this papg . .
we propose a different architecture wherein the netflow cliats a highly scalable database. Storing the netflow records to a

directly write to a scalable NoSQL database such as Cassaralr ~ SCalable database can help overcome these limitations.
We modified Open vSwitch (OVS) to directly write netflow In this paper, we discuss our solution to the problem

packets to Cassandra. We extendedtop-ng, a free open source o

netflow collector software, to store netflow records in Cassara of sc%Iak?le netflovt\)/ monlt%rlng fln”datg center networks. Our
and compared its performance with that of OVS, a netflow cliet, contributions can be stated as follows:
writing to Cassandra directly. We found that using Cassanda

from OVS leads to a significant performance improvement over 1) We extended a well-known netflow collectartop-

ntop-ng in terms of the average number of netflow packets written ng [8], to store netflow records and/or statistics to
per second. We modifiechtop-ng to store the netflow statistics to Cassandra, a NoSQL database. We experimented tc
Cassandra and compared the performance of Cassandra agains understand the performance of Cassandra as com-
RRD, which is the default non-volatile storage inntop-ng. We pared to Round-Robin Database (RRD) witttool
found that Cassandra is more scalable than RRD as the time to [10] which is the default storage intop-ng

store the records increases linearly with number of writes ér 2) We extended Open vSwitch to store netflow records
RRD whereas Cassandra has constant time in our experimental directly to Cassandra instead of sending them to
setup.

a netflow collector. We compared the performance
of ntop-ngand Open vSwitch for the same netflow
. INTRODUCTION traffic to determine the speed up achieved.

Data center networks consist of thousands or tens of The rest of this paper is organized as follows: we review a
thousands of Virtual Machines (VMs) running on hundredscouple of papers that deal with scalable network monitoiring
or thousands of physical servers. The VMs are connecte8ection Il. We present our architecture for netflow monitgri
using software switches such as vSwitch of VMWare orand modifications tmtop-ngand Open vSwitch in Section I1I.
Open vSwitch. Network statistics collection and monitgrin We present our experimental setup and initial results iniGec
are essential to management of networks. VMs may be startefl/. We conclude with Section V.
migrated to save energy by shutting down physical servaits th
are lightly loaded or rogue VMs may be shutdown based on the 0
statistics collected. Data analytics software on top offlishet '
[4] records that alerts data center administrators of tegsats In [13], the authors propose a scalable netflow collection
is also of high importance today. for cloud data centers. The EMC2 architecture consists of tw

The tvoical hitect ¢ " itori f threads in the collector — one for netflow and the second for

€ typical architecture lor netflow monitoring So 1ar g4,y records. The collector uses flat files to store the record
has always been to use a centralized collector that collectgyainaq. If the communicating VMs are all present within
netflow records from aII.the netflow clients in various netkvor the same data center,the netflow records will come from both
elements. Software switches such as Open vSwitch [9] argys for the same data. Hence, EMC2 does de-duplication to

agg netflovx(/j cIie?tsf. t'lr']ypica}{lflly, they"ar(;: coanf]iguret(f:il withéﬂﬁ’e , eliminate such duplicate records before storing the datCE
address and port ot the netilow collector. 1he Netlow CaieCt s o cantralized netflow collector similar twop-ngbut includes

fgfg‘r’ggeacnod"iﬁf’régeﬂ:gﬁ?ricrjlst'aT}iﬁ_ﬁ%ﬁgﬂféests;?:sgcfomthede-duplication. However, its storage model of flat files i$ no
use. When dealing with the thousands of netflow clients agcalable as it is limited by the file system being used.
in the case of data center networks, the centralized collect  In [12], the authors propose scalable network traffic mea-
has to be highly scalable. This is difficult to achieve with asurement and analysis using Hadoop [1], an open-source
single server. An obvious solution would be to have a clustermplementation of MapReduce [5] and the Hadoop distributed

of collectors with a load balancer to balance the traffic leetov  file system (HDFS). Hadoop primarily supports text fields or
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binary format data in a sequence file format. In [12], packepropose instead the use of Cassandra and extémyaingto
trace files generated bippcap tools such ascpdumpare used  achieve this.

as input to Hadoop for offline processing. Since this format .
is not compatible with the Hadoop format for binary data,  "OP-Ngcomputes statistics from the netflow records re-

the authors build a Hadoop API to handle this data. Whilec€Ved and stores these in RRD. We store the exact same
text data has an end-of-the-record marker in a carriagemetu information in Cassandra and compare the performance of

packet data has no such marker. Packet data is also not se two databases. Since the rate of generation of netflow

fixed length. Thus, differentiating packet records in Haglim ~ 'ecords will be very high in a data center network, computing
a challenge. The authors propose the use of the timestardp fieptatistics and then storing the information may lead to loss
and the fact that consecutive packets do not differ too mucRf Scalability. We propose storing raw netflow records into

in their timestamp to distinguish between packets in a HDFS-assandra without any processingiop-ng The data model
block. They propose a heuristic algorithm using this proper we have used to store the raw netflow records in Cassandra i

which is used by thenapjobs to parallelize the packet analysis 9Ven in Fig. 1.
jobs.
IIl. ScALABLE NETFLOW MONITORING USING Lo T T T T Pl S
CASSANDRA /

EMC?2 is a netflow collector that stores netflow records SWSR
in flat files instead of statistics in RRD as done tpp-ng Shared NfCassaStore }.,
In [12], standardibpcap data stored in flat files on different Memory ;

systems is read and converted to Hadoop-compatible format.
This is not netflow data but standard packet trace informatio
In this paper, we propose the extension of netflow clients
to store netflow records directly to the scalable database,
Cassandra, using simple data models. This is different from
the earlier solutions in two respects: firstly, it is not thesflow -
collector that stores data into flat files/databases butetféon

client. Secondly, it is an online algorithm unlike in [12]here

they read the offline data from flat files and store this data in Cassandra
Hadoop. Path of a NetFlow Packet

______ » Open vSwitch to SWSR

We look at scalability in netflow monitoring from two
perspectives — scalability in terms of storage time and the
handling of the amount of netflow traffic generated in data —— SWSR to NfCassaStore

center networks.
................... » NfCassaStore to Cassandra

‘Seconds from EPOCh Fig. 2. Architecture of OVS storing netflow records into Gasra
Seconds from epoch]—»-vali ~—valu " value

‘Seconds from epoch—»<_ value value

B. Scalability in NetFlow Record Collection:

While netflow collectors that use a scalable database to
. . store information overcome the issue of scalability in agey,

‘Sem"ds from epoch —»valug < value”>—valug > they may still not be able to handle the rate of netflow traffic

| | destined to them. Centralized servers suffer from linotadiof

\ | the socket interface they are generally using to receividomet

\ | records. The solution then is to use netflow collector chgste

to achieve scalability. This leads to replication of inh#re

scalability features of NoSQL databases in netflow collecto

Fig. 1. Cassandra Data Model for Storing NetFlow Records

To overcome the above limitations, we propose that net-
flow clients store their netflow records directly in a scadabl
database. These databases already consist of clustergeand a

When we look at typical netflow collectors such as thebuilt to handle large amounts of data at high speeds and alsc
EMC2 [13] or ntop-ng which uses RRD or other netflow do not have a limitation of storage space. Another reason to
collectors such asfdump7] etc., none of them have a scalable choose a scalable database is the fast retrieval of datedeed
storage capacity. While RRD is built specially for time ssri for a monitoring tool which uses data analytics software.
data, it has limited storage space. If historical informati This is well supported by the NoSQL databases. We chose
needs to be stored and data analytics software needs to uSassandra for our implementation since it has been proven tc
this data to predict network performance of different tdean be better tharRedisand Hbaseby a test done by DataStax
of the data center, RRD cannot be the database of choice. Wa].

A. Scalability in Storage Time:



. . . TABLE I. COMPONENTS OF OUR TESTBED
To determine the difference in performance between net-

flow clients writing raw netflow records directly to Cassaadr Component Name Details/Version
and a centralized netflow collector doing the same, we chose (gremsor g;’ﬂﬁ@uggrfgz“") 15-2400 CPU @ 3.10GHz,
one netflow client — Open vSwitch — and extended it to store [ Tinux Kemel 34
the netflow records to a Single Writer Single Reader (SWSR) [ KVM | kvm-111-18.1
shared memory. A daemonlfCassastorén Fig. 2) reads this QEMY Emulator version) 111
K pen vSwitch openvswitch-1.9.0(LTS)
shared memory and stores them in the Cassandra databaseempert netperi-2.6
This prevents a tight coupling of a specific database with OVS [ ntop-ng ntop-ng 1.0.1
at the cost of a slight loss of performance. The architeabfire Cassandra Abache Cassandra2.00
our proposed solution is shown in Fig.[gfCassastoravill not Aprobe hbroba 14 13082153675

become a bottleneck as it is limited to data coming only from
the vswitchof that physical machine. We can also increase the
size of the shared memory segment to be sufficient to handlﬁ_ ntop_ng performance Comparison with RRD and Cassan-
the rate of traffic of a singleswitchand therefore this is not gra:
a limitation of our architecture.
Fig. 4 shows the time taken to store the computed statistics
IV. EXPERIMENTAL SETUP AND DIScussioN oFResuLTs  In RRD and Cassandra. We compute the time by using the
] ) ) ) system callgettimeofdaybefore and after the calls to RRD

The experimental setup used is shown in Fig. 3. Weand Cassandra write operations. We ran tiegperf clients
have one VM on a physical system communicating with itsfor 60 minutes. A thread runs every minute and stores the
corresponding VM in another physical system. The VMs arecomputed statistics for that minute into the database. As th
connected via Open vSwitch to the physical Gigabit Etherneqymber of records written to RRD increases, the time taken by
card on the physical system. The POSIX shared memory to store similar amount of data, i.e., statistics/minreases.
segment used for the experimentation is 64KB in size whichas reported in [11], RRD opens, writes and closes the file each
is the same as the TCP socket buffer size usedtop-ng  time a write has to be done. Cassandra, on the other hand, i
The components used and the details are given in Table |;singmemtablesefore commit and therefore is much faster.
In each VM, we run 125netperf [6] clients. Eachnetperf e see that when Cassandra is on a remote system, the tim
client generates TCP-CRR (Connection Request-Responsgkreases a little. Since our systems were isolated from the
transaction. This consists of 10 TCP packets — three eagfest of the LAN and there was no other traffic the difference
for open and close connection and two for the data and itf, time between Cassandra server on the same systenos
ac_:k. Each such_ transaction generates two netflow recordﬁg and on a remote system is not very high. This is the ideal
Since Open vSwitch generates a netflow packet to the netflogifference and represents the cost of the socket interfade a
collector when 30 netflow records are collected, 15 TCP+the limitation of the switch connecting the systems.
CRR transactions generate a netflow packet. In our expetjimen
Open vSwitch generates 220-250 netflow packets/seconld, eac
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Fig. 4. Comparison of time taken bytop-ngto store statistics in RRD and
Cassandra (local and remote locations)

B. ntop-ngversus Open vSwitch performance with Cassandra:

cassandra

Fig. 6 shows the number of netflow records stored in
Cassandra fronmtop-ngand Open vSwitch. The data model
used in Cassandra is that each second fepoch timeis
the row key. Each netflow packet received by Cassandra
(that consists of 30 netflow records) is stored as a different
column. The netflow packets received every second need no

Fig. 3. Testbed used for the experimentation



V. CONCLUSION AND FUTURE WORK

We have extendedtop-ng a netflow collector and Open
vSwitch (OVS), a netflow client, to store data to Cassandra, a
scalable NoSQL database. We generated a high rate of netflov
traffic by using 125netperf clients per VM per physical
system. Eachetperf client generates TCP-CRR transactions.
We have compared the time taken pp-ngand OVS when
storing raw netflow data to Cassandra. We found that the
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Fig. 5. Rate of Netflow Packets (1 Netflow Pkt = 30 Netflow Resdprd

Stored/Minute by OVS into Local and Remote Cassandra Server

1 number of netflow packets stored per minute by OVS is
significantly higher thamtop-ng We also found that the time
taken to store statistics into Cassandra is constant wherea
it increases linearly in RRD, which is the default database
in ntop-ng We conclude that our approach of netflow clients
R storing data directly to Cassandra is promising for highesipe
traffic.

In future, we plan to use a cluster of Cassandra servers
and experiment with a much larger testbed with many VMs in
many physical systems and the OVS in each physical system

storing the netflow records in the Cassandra cluster. We alsc
plan to extend our work to store the netflow records in HDFS
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and compare its performance with Cassandra.
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